[

wr

<]

s

| o veckoes L a o [ 2]
Corerder e VeekGes ‘ , { . g 3 l :
- 0

lor ™ the sek o0 all \wear Cominekns o ¥, Xe, Fg

S CAAL A \E!‘\(E ek

}; K [ )(2— ; !LS _a} .
W€ Cenys &7\ \{ chede B = Y = K =)
Pﬂf\({ JC{J\}O '?i‘i{-‘/" 7(\) K’Zvé Ks (‘E}S‘W'\ Yy bC'{giS' 8?3{
N i - - 3 \{)é\
e . G U coneedns UOCkors cowdn whes forva [ W ‘k ’ R

J{ Def [Rank of a subspace]: The rank of a subspace M is the
number of elements in a basis for M. The rank is written rank(M)

(M) or dim(M).

If A'is a mx n matrix, the rank of C(A) is called the rank of A and

is written as r(A). =n

o
* Result: r(C(A)) = dim(C(A)) = r(A): # of linearly indepen-
dent columns of A (=# of basis vectors for C(A)).

= When r(X) = r, the r linearly independent columns of X span
the r—dimensional estimation space C(X)
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e Q: How to find a solution 3 if r(X) = r(X"X) < p (singular)?

n e E) i‘_‘) e i’)

Here is our strategy!

A There is no unique solution for B when r(X) = r(X"X) < p.
A\ Instead we will find § € C(X) closest to y in the Euclidean

distance.
A\ Then we will find B such that y = Xf’)’.

e Q: How to find such y7

We will consider the perpendicular projection matrix!




% Recall the linear models: y = X3 + e and X3 € C(X).

% Suppose 3 is a solution for the NEs (that is, minimize ||ly—Xg3]|?).
—» Let fitted value § = X3 € C(X) and residua|=i:§>: y—¥.




* More figures?
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Q: Where does & lie?
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+ Def [Nullsapce]: The null space of a m X n matrix A, denoted
by M(A),
N(A) = {y| Ay = 0} C R".

h! .
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& Th: If Alis m x n and r(A) = r, then the rank of the null space
of A is n— r, that is,

dim(C(A)) + dim(N(A)) = n.
lat Gad N(A)
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s Result: Recall the NEs:
XTX3 =XTy.
Suppose B is a solution for the NEs.

o §=X3 ¢ C(X).

PN
° ﬁi(!w{éé)j XT%; 0=>eecN (XAT) .
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Q: What is the relationship between C(X) and AM(XT)?
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t Def [Orthogonal]:
» (Inner Product) The inner product between two vectors, x and
yisxTy

» (Orthogonal Vectors) Two vectors x and y are orthogonal (or
perpendicular) (written x L y) if xTy = 0.

» (Orthogonal Spaces) Two subspaces M and M are orthog-
onal if x € My and y € My implies x"y =0

» (Orthogonal Basis) {x1,...,x,} is an orthogonal basis for M
if {x1,...,%,} is a basis of M and for i # j, x/ x; = 0.

e Fe [




t+ Def [Orthogonal]: — Contd

» (Orthonormal Basis) {x1,...,x,} is an orthonormal basis for
M if {x1,...,%} is an orthogonal basis and x/x: = 1 for
i=1,...,r

e Note:

— Q has orthogonal columns = Q' Q = D (diagonal matrix)
— Q has orthonormal columns = Q' Q = |
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t Def [Orthogonal Complement]: Let 8 be a vector space, and
let M be a subspace of S. Let M3z ={y € S'|y L M}. M3 is

&/&C}\ whod

called the orthogonal complement of M with respect to §.

If S is taken as R”, then Mg = M is simply referred to as the
orthogonal complements of M.

In layman's terms, every vector in M C & is orthogonal to every
vector in M.
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& Th: Let & be a vector space, and let M be a subspace of &.

» The orthogonal complement of M with respect to & is a sub-

space of &; A .
& I eCh)
» If x € &, x can be written uniquely as x = Xg+Xx1 with xg € M
and x; € M3. q
TN

> The ranks of these spaces satisfy the relation, r(S) = r(M) +
1
r(Ms).
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eBottom Line: C(X) and N(XT) are orthogonal complements in
R”. So,y L & and y =y + & is the unique decomposition.
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* Summary! Recall the NEs:
XTXg8=X"y.
Suppose 3 is a solution for the NEs.

eycR"
o § = X3 e C(X).

ey | €
e y =¥ - & is the unique decomposition.
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ey =¥ + & is the unique decomposition.

=> The unique orthogonal decomposition of sums of squares from
the Pythagorean Theorem,

Iyll* =119 +&[|* = [[9]1* + 1&]|*
e SST = |ly||?: the total sum of squares

e SSR = ||§||2 = ||X" B||?: the regression sum of squares

o SSE = ||| the error sum of squares




T Geometry of Least Squares:

(y — XB)T(y — XB) = ming(y — XB) " (y — XB)

" Fact:
i Decomposition of y =§+y — ¥ into § = X3 (fitted value) and
é =y — ¥y (residuals)

e § € C(X)

°&is orthogonal to y (that is, & € N(XT))
09 is the orthogonal projection of y onto C(X)

o & is the orthogonal projection onto the orthogonal complement of
C(X).= W (X")
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t: The geometry provides good intuition for n—dimensional prob-
lems (but hard to visualize for n > 3).
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T Geometry of Least Squares:

(y —XB)"(y — XB) = mén(y - XB8)"(y - XB)

— LSE (3 is the vector that makes § = X3 e C(X) closest to y.

= The vector in C(X) that is closest to y is the perpendicular
projection of y onto C(X). Ny -
p 50l € €%

=> Then how to find orthogonal projection matrices?

% Two ways to find the perpendicular projection matrix onto C(X).
A A generalized inverse

A The Gram-Schmidt theorem




* Road map:
e Discuss the perpendicular projection matrix

e Discuss how to find perpendicular projection matrix
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T Def [Projection]: A square matrix M is a perpendicular projection
operator (matrix) ont C(X) if and only if

(i) v € C(X) implies Mv = v (projection)
(i) w L C(X) implies Mw = 0 (perpendicularity)

# Note: Any projection that is not a perpendicular projection is
called an oblique projection operator.

Y Prop If M is a perpendicular projection operator onto C(X), then
C(M) = C(X).

& Th: M is a perpendicular projection operator on C(M) if and
only if (i) MM = M (idempotent) and (i) M7 = M (symmetric).

¢ Th: Perpendicular projection operators are unique.
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% Th: Let My and M5 are perpendicular projection matrices on R”.
(M1 + My) is the perpendicular projection matrix onto C(M1, M>)
“if and only if C(M1) L C(M>).

& Th: If My and Mj are symmetric, C(M1) L C(My), and (My +
M>) is the perpendicular projection matrix, then My and My are
perpendicular projection matrices.




& Th: M and My are perpendicular projection matrices with C(Mg) C
C(M). Then M — My is a perpendicular projection matrix.

& Th:M and My are perpendicular projection matrices with C(Mg) C
C(M). Then C(M — Myp) is the orthogonal complement of C(My)
with respect to C(M). If x € C(M) and x L C(My), then x =
Mx = (M — Mp)x + Mox = (M — Mg)x. Thus, x € C(M — My),
so the orthogonal complement of C(Myp) with respect to C(M) is
contained in C(M — Mp).

% Cor: r(M) = r(Mgp) + r(M — Mp)

47/ 61

f)\(\.-'




Y Summary!
e Say P is the perpendicular projection matrix onto C(X).
e [ is the perpendicular projection operator onto R”.

e (/ — P): the perpendicular projection matrix onto the orthogonal

complement of C(X) with respect to R".
__________ =CCR) = N(XY)
o r(l)=r(P)+r(l —P)=r+(n—r) where r(C(X)) =r.

e Decompose y into

y=Py+(/-Ply=9+é
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